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ABSTRACT

Time-of-flight (ToF) imaging is an active method that utilizes
a temporally modulated light source and a correlation-based
(or lock-in) imager that computes the round-trip travel time
from source to scene and back. Much like conventional imag-
ing ToF cameras suffer from the trade-off between depth of
field (DOF) and light throughput–larger apertures allow for
more light collection but results in lower light throughput.
This is especially limiting in ToF systems since they are active
and are limited by illumination power, which eventually lim-
its performance in long-range imaging or imaging in strong
ambient illumination (such as outdoors). Motivated by recent
work in extended depth of field imaging for photography, we
propose a focal-sweep based image acquisition methodology
to increase depth-of-field and eliminate defocus blur. Our
approach allows for a simple inversion algorithm to recover
all-in-focus images which is validated through simulation and
experiment. We demonstrate a proof-of-concept focal sweep
time-of-flight acquisition system and show results for a real
scene.

Index Terms— Time-of-flight, lock-in correlation sen-
sors, focal sweep, deblurring.

1. INTRODUCTION

Time-of-flight (ToF) sensors are becoming commonplace in
many consumer products1. However, the current generation
of ToF cameras suffer from poor spatial resolution, temporal
variation, and sensor noise [1]. The distance measurement
also suffers from wiggling [2], internal scattering [3], and
temperature related errors [1]. Development of ToF sen-
sors have addressed these limitations with improved designs
[4, 5]; however, light throughput remains a signficant chal-
lenge. Because ToF cameras rely on active light sources,
whose intensity cannot be increased indefinitely due to safety
and power restrictions, time-of-flight cameras suffer from
poor light throughput. For static scenes, one option is to in-
crease exposure duration; however, for natural scenes that do
involve either camera motion or subject motion, this results in
motion blur. Ultimately, a compromise is struck to increase

1Examples include Google’s Project Tango, Microsoft’s Kinect, and Cre-
ative’s senz3D
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Fig. 1. Defocus blur in next generation time-of-flight (ToF)
cameras: For scenes with large depth variation (left) ToF
cameras with small pixels (8 µm) will suffer from large de-
focus blur outside of the focus plane (center). We propose
sweeping the focus over the scene during image exposure and
deblurring the captured measurements before recovering the
depth and amplitude (right). Top row: Measured amplitude
images. Bottom Row: Computed depth map with the color
map used throughout this paper.

light collection by using lens with a large aperture at the ex-
pense of reducing the depth-of-field (DOF). As the pixel sizes
shrink in future generations of ToF sensors, the effect of defo-
cus blur will only magnify, nullifying the anticipated gain in
spatial resolution. The middle column in Figure 1 highlights
the shortcoming of ToF systems with pixels 5 times smaller
than current sensors. In this paper, we propose an alternative
configuration for ToF camera systems which drastically in-
crease the DOF while retaining the light collection properties
of lenses with high f -numbers.

Consider an active illumination source that projects a si-
nusoid, cos(ωt+ θ) onto a scene. Light reflects off of a point
in the scene and returns to camera pixel p as Ipcos(ωt+θ+φ)
where Ip is the amplitude of the reflected signal that reaches
pixel p. The phase shift φ is related to the distance (zp) be-
tween the scene point imaged by p and the sensor as φ =

2zp
c

where c is the speed of light. ToF cameras capture quadrature
measurements qi(p); i = {0, 1, 2, 3} where the value of θ is
set to be iπ2 . Using qi(p), the phase and amplitude can be



computed as

zp = tan−1

(
q1(p)− q3(p)
q0(p)− q2(p)

)
c

4fπ

Ip =

√
(q0(p)− q2(p))2 + (q1(p)− q3(p))2 (1)

Assuming the scene is in focus, the depth and image in-
tensity (zp and Ip) can be found using straightforward al-
gebra and trigonometry. However, large aperture lenses re-
strict DOF and light reflecting from scene points outside of
this region will be blurred together. Defocus blur is depth-
dependent and hence, the point-spread-function (PSF) which
characterizes the blur is also depth-dependent resulting in spa-
tially varying blur across the image. The blurry quadrature
measurements can be represented as the convolution yi(p) =
K(zp) ∗ qi(p), where K(zp) is the depth-dependent PSF and
yi(p) are the blurry measurements. In the absence of motion
blur, K(z) can be precomputed and stored for each depth z.
Sharp measurements of qi(p) can be recovered by deconvolv-
ing yi(p) with the appropriate PSF K(z). However, we face
a classic chicken and egg problem. To compute the PSF, we
first need to know the depth zp, but to accurately compute zp,
we need to deconvolve yi(p).

In this paper, we propose to use focal sweep [6, 7, 8, 9]
to generate a depth-independent PSF by sweeping the focus
plane over the entire scene during each exposure. The result-
ing PSF kernel K, is spatially-invariant and known a priori
which leads to a straightforward non-blind deconvolution of
yi to recover the quadrature measurements qi. (As the blur is
uniform, we drop the pixel index p for convenience.)

Contribution: The main contribution of this paper is a
system to remove defocus blur from ToF images using focal
sweep to generate depth-independent blur. We also present
a simple deblurring algorithm for recovering all-in-focus ToF
images. We validate our approach via simulation and by cap-
turing real data with a prototype system.

2. RELATED WORK

Extending the depth-of-field of imaging systems is a well
studied field. We will leverage this research to remove defo-
cus blur in ToF camera systems where large apertures are a
design requirement.

2.1. Computationally extending depth of field

Focal sweep is a well-known computational photography
technique [6, 9] for extended depth of field imaging. Images
captured with a large aperture suffer from a depth-dependent
blur. In focal sweep imaging, either the distance between
the lens and sensor [7] or the subject and lens [8] is varied
at a constant rate during the exposure duration, and a single
blurry image is captured. Nagahara et al. [7] showed that

focal-sweep images have a depth-independent point-spread-
function. Hence, by estimating a single PSF and deconvolv-
ing the captured image a sharp, all-in-focus image can be
obtained.

Image deblurring is inherently ill-posed. The frequency
response of the defocus blur PSF exhibits nulls in the Fourier
domain, precluding direct inversion. Coded apertures have
been proposed as a means to overcome defocus blur for
consumer cameras with large apertures [10, 11]. Godbaz et
al. [12] employed coded aperture for ToF cameras and cap-
tured quadrature measurements. As focus plane was static
during image acquisition, the measurements have a spatially
varying PSF. To account for the varying PSF, the authors
employed a spatially variant Landweber deconvolution [13]
to obtain sharp quadrature measurements. The initial (blurry)
depth estimates determines the blur kernel and this is not
refined in their technique. Coded aperture improves the
tractability of deconvolving yi at the expense of sacrificing
light throughput in an already light-limited imaging scenario.

2.2. ToF Defocus Deblur

The work that is closest to ours is that of Xiao et al. [14]
who addressed the limited spatial resolution and defocus blur
in time-of-flight sensors by analyzing the image formation
model. As there is a loss of spatial resolution and depth-of-
field information, Xiao et al. proposed to incorporate second-
order total generalized variation as a prior for both amplitude
and depth. In this formulation there are three unknowns: the
depth-dependent PSF, the all-in-focus amplitude image, and
the all-in-focus depth map. Alternating direction method of
multipliers (ADMM) is used to solve for all-in-focus ampli-
tude, and all-in-focus depth images. For simplicity, the PSF is
pre-calibrated for each depth and the PSF used for each pixel
is updated after updating the amplitude and depth. This algo-
rithm is highly effective, and the state-of-the-art in the field,
but it comes at a high computational cost. In contrast, our pro-
posed solution requires a small hardware modification during
manufacturing to enable fast and robust image deconvolution.
Furthermore, our proposed solution is completely compatible
with [14] as the hardware change does not preclude conven-
tional operation.

3. PROPOSED METHOD

The defocus-deblur algorithm by Xiao et al. [14] is the
current state-of-the-art algorithm for producing sharp depth
and amplitude measurements from large aperture ToF camera.
However, this method faces some implementation challenges.
The non-linear relationship between the depth component and
the raw sensor measurements introduces significant numeri-
cal difficulties. The deblurring algorithm is computationally
expensive and converges slowly. Further, it requires pre-
calibration of the blur kernels and a kernel update based on
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Fig. 2. Simulation of recovering all-in-focus ToF images
using focus sweep: a) For a known a scene and depth map
we simulate capturing focal sweep ToF images. b) Using the
captured images results in amplitude and depth images with
a uniform blur. c) All-in-focus amplitude and depth images
recovered by deblurring the focal sweep measurements.

the estimated depth in each iteration of the algorithm.
We propose to capture focal sweep TOF measurements.

During the capture of each quadrature channel, we move the
lens while keeping the sensor static. Thus each quadrature
measurements is a focal sweep image, which makes the blur
depth-independent [7]. So, unlike Xiao et al. [14], we need
not estimate the blur kernel at each pixel. In fact, given the
depth range of the scene, sensor pixel size and aperture size,
we can analytically compute the focal sweep PSF as given
below [7]:

PSF(r, u) =
uf

(u− f)
√
2πrAsT

(
erfc

(
r√
2b(0)

)
+ erfc

(
r√

2b(T )

))
where u is the mean distance between the lens and the sensor,
f is focal length, A is the aperture diameter, r is the distance
of the pixel from the center of blur circle, s is the speed of
the sensor, T is the exposure duration, and b is blur circle
diameter at time t.

To obtain all-in-focus ampltiude and depth images, we
propose to individually deblur each of the two independent
channels hre and him, which are in turn obtained from the
four blurry quadrature measurements y0, y1, y2, and y3. The
two independent measurements are given by hre = (y0 −
y2)/2 and him = (y1 − y3)/2. Note that the quadrature
measurements are obtained by focal sweep and hence, blurred
with the depth-independent focal sweep PSF (K). Therefore,
the two independent measurements hre and him are also the
blurred versions of the corresponding sharp channels Xre =
I cos(ωt + φ) and Xim = I sin(ωt + φ). We then find es-
timates of the sharp channels using non-blind deconvolution
with a prior to regularize the total variation norm:

X̂re = argminXre ||hre −K ∗Xre||2 + λ||Xre||TV ,

with a similar formulation for X̂im. Finally, we obtain the
sharp amplitude and depth using equations (1) with appropri-
ate substitutions of X̂re for q0 − q2 and X̂im for q1 − q3.
The main advantage of our approach over that of the Xiao
et al. [14] is that we are solving a linear set of equations and
hence computations are very fast. In our experiments, we also
find that for a broad range of scenes, TV norm regularization
on the ToF measurements yields good results.

4. RESULTS

In this section, we demonstrate our proposed technique us-
ing simulated scenes and experimental data collected from
a prototype camera detailed in [15]. With the availability of
all-in-focus depth and amplitude images, we can perform post
capture refocusing and artistic renderings such titled depth-
of-field imaging, which is detailed at the end of this section.

Simulation experiments:
We first obtain the focal sweep quadrature images by sim-
ulating our prototype ToF camera which has a pixel size of
45 µm, and is fitted with a f/1.4 lens. For the simulations
and the virtual scenes have a depth range of [0.48, 1.3] me-
ters. We also introduce Gaussian noise to the quadrature
measurements amounting to an input SNR of 40 dB.

Figure 2 shows the expected results of using our proposed
camera with current generation ToF sensors. We simulate fo-
cal sweep during acquisition of each of the quadrature mea-
surements. Directly using the resulting images yields am-
plitude and depth measurements that have a uniform blur as
shown in Figure 2 (b). All-in-focus amplitude and depth im-
ages are recovered from the blurry quadrature measurements
using the algorithm outlined in Section 3.

The current pixel size of ToF cameras are quite large
45 µm and the sensor resolution is low, (e.g. 153 × 120 for
our PMD sensor). However, with advances in ToF sensor
technology we can expect future generations of ToF cameras
to have smaller pixel size and higher resolution. This will
result in increased defocus blur; the need for computational
techniques to recover sharp images in these sensors is be
apparent. To simulate the effect smaller pixels will have, we
repeat our simulation experiment, but we reduce the pixel
size to 8 µm. The center column of Figure 1 shows how
conventional ToF cameras will be unable to capture scenes
with a large DOF. Using focal sweep during image capture
significantly extends the DOF. Even small details near to and
far away from the camera can be clearly identified in the am-
plitude and depth images shown in right column of Figure 1.

Real experiments:
Capturing a focal sweep image requires the focus to varying
continuously during image acquisition. We build a proof-
of-concept prototype system using a ToF imager outlined in
[15]. Similar to the process described in [7], a large aper-
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Fig. 3. Recovering all-in-focus images for a real ToF system As a proof-of-concept we use the ToF system described in [15]
with an f/1.4 lens to capture a sequence of images of the scene shown in (a-c). A sequence of 26 measurements is recorded
by increasing lens-sensor separation by 50 µm between positions.. Integrating these measurements yields the comparable focal
sweep data. (d) Deblurring the quadrature measurements provides sharp all-in-focus images. Top row: Amplitude images.
Middle row: Detail views of three patches located in the near-, mid-, and far-field. Bottom row: Depth images.
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Fig. 4. Post-capture tilted plane refocusing: a) An all-in-
focus scene is refocused along an arbitrary plane (red, striped)
shown in b). Color images are used to help visualize the ren-
dering. c) The recovered scene from Figure 3(d) is refocused
along a nearly horizontal focal plane.

ture lens (f/1.4) is mounted on a translation stage to vary
the distance between the sensor and lens. A sequence of 26
images is captured by increasing separation distance of the
lens and sensor in 50 µm increments to create a focal stack.
A focal sweep image is then formed by integrating the stack
into a single blurry image for each of the four quadrature
measurements.

Figure 3 depicts a scene captured with our setup while
Figure 3 (a-c) shows the corresponding amplitude images
and depth maps captured at near-, mid-, and far-focus posi-
tions. Notice that defocus blur significantly reduces image
quality for objects outside of the DOF. By deblurring each
of the quadrature measurements and following the procedure
in Section 3, we recover an all-in-focus amplitude image and
depth map (Figure 3 (d)). Detailed outsets below each of
the amplitude measurements shows image patches from three
depths, corresponding to the focal planes in Figure 3 (a-c).

Only after deblurring the focal sweep quadrature measure-
ments are all three patches sharp, and each is of comparable
quality to the corresponding in-focus patches.

Post capture refocusing and tilted depth-of-field:
Once we obtain all-in-focus amplitude and depth images, we
can render the scene with different lens and aperture settings
computationally with out a physical lens. In Figure 4 (a-b),
we illustrate the ability to tilt the lens and render an artistic
scene using color images to act as visual aids. Figure 4(b)
shows the rendering effect when we tilt the virtual lens to
focus along the red, striped plane in Figure 4(a). In Fig-
ure 4(c), the all-in-focus result of Figure 3(d) is refocused
along a nearly horizontal focal plane. Only with the sharp
depth maps are such fantastical renderings possible without
resorting to bulky specialized equipment.

5. CONCLUSION

In this paper, we have presented an approach to extending the
DOF in ToF cameras using focal sweep. Using this method,
all-in-focus images can be obtained by performing a non-
blind deconvolution of the quadrature measurements. The
simplicity of our recovery algorithm will enable straightfor-
ward scale-up to handle increasing spatial-resolution and de-
focus blur in future generations of ToF cameras. We validate
our proposed solution both in simulation and by recording
data of using a prototype system. Finally, we show that the
recovered all-in-focus data can be used to render novel scenes
otherwise impossible to capture with conventional ToF cam-
eras.



6. REFERENCES

[1] Peter Fursattel, Simon Placht, Christian Schaller, Michael
Balda, Hannes Hofmann, Andreas Maier, and Christian Riess,
“A comparative error analysis of current time-of-flight sen-
sors,” 2015.

[2] Damien Lefloch, Rahul Nair, Frank Lenzen, Henrik Schäfer,
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